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20 TRAFFIC FLOW MANAGEMENT

Air traffic management (ATM) encompasses trafPresently, sites with operational prototypes have
fic flow management (TFM) and air traffic con-experienced operational benefits.

tr(_)l (ATC) cgpabilities and is des_igned to mini.’The future TFM is based on the concept of opera-
mize air traffic delays and congesnon_vv_hne maXig o (CONOPS), which has the goals of in-
mizing oyt_arall NAS throughput, flexibility, and creased safety and improved traffic flow, and sup-
predictability. ports Free Flight concepts. This CONOPS relies
This section addresses the functionality and evon a substantial increase in data exchange and
lution of the national and local TFM componentgollaborative decisionmaking between NAS users
of the ATM architecture. The description of TFM(e.g., revenue carriers, business aircraft, general
functionality includes capabilities at the Air Traf-aviation, military, and international aviators) and
fic Control System Command Center (ATCSCCFAA service providers (e.g., air traffic control and
with some functionality distributed to traffic man-traffic flow management) and on development of
agement units (TMUs) at air route traffic controimproved NAS flow analysis and prediction tools.

centers (ARTCCs), at high-activity terminal radal1’he FAA will provide NAS users with data on the
approach control (TRACON) facilities, and at th%tatus of NApS resources and conditions, while

highest-activity airport traffic control towers \as users will provide their daily operating

(ATCTSs). To avoid duplication, only TFM func_- schedules, intent, and preferences to the FAA.

tionality is described in this section. For descripry i yata exchange is expected to improve the de-
tions of ATC functionality, see Section 21, E.ncisionmaking process for both FAA and NAS us-

stc’)u;e; S‘?C“I‘?” 25’ SOC(f_anlczzn(_jr OffShOl’(é; i.ecmffs. Collaboration will allow airline operators to
» 1erminal, and section =4, Tower and Alfpolf4ve 3 much stronger voice in decisions that af-

Surface. fect their fleet productivity rather than having
TFM is the strategic planning and management tfiose decisions imposed upon them. NAS users
air traffic demand to ensure smooth and efficientill be involved in collaborative decisionmaking
traffic flow through FAA-controlled airspace. Toin three ways: (1) providing real-time data to the
support this mission, traffic management speciaNAS, (2) when appropriate, actively participating
ists (TMSs) at the ATCSCC and traffic managen flow strategy development and selection, and
ment coordinators (TMCs) at local facilities(3) modifying their operations to meet the collab-
(ARTCCs, TRACONSs, and towers) use a combieratively determined flow initiatives.

nation of automation systems and procedurggas fioy analysis and prediction tools will sup-

known collectively as the_ T.FM decision SUppqlr_\bort the collaborative development, selection, and

systems (DSSs). I_\/!qdermzmg_ the T'.:M DSSs mplementation of changes in flow restrictions in

cludes new capabilities that will provide: the NAS. This will benefit both users and the

e More timely and precise data exchang&AA by ensuring that the NAS is operated effi-
between traffic managers and airline operaiently.

tions centers (AOCs ) .
( ) 20.1 TFM Architecture Evolution

ﬁnplementation of TFM services is limited by ex-

isting TFM technology, which includes hardware,

: %’perating systems, and various programming lan-
ty guages that have become obsolete and are unsup-

* More precise tools to analyze flow controlportable. To support current flow management ca-
data, performance, and decisionmaking. pabilities and planned enhancements, the TFM in-

These TFM DSS enhancements are expectedffg‘s'[ruc.ture will be upgraded to an open client-
reduce industry operating costs by reducing ﬂigrﬁerver infrastructure.

delays, providing more predictability, and givingThe envisioned TFM capability upgrades fall into
users operational control over their resourcethese functional areas:
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« Enhanced analytical and display capabilitie
to facilitate FAA and industry collaboration in
response to temporarily reduced NAS capa
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» Data ExchangeAccess to more timely and mentation of new TFM capabilities. Central to the

accurate information infrastructure evolution is a reengineering effort
designed to provide an open-system, client-server
dnfrastructure and modernized software architec-
ture capable of supporting the increased func-
tional capabilities.

» Collaborative Decisionmaking: Improved
communications with users for operation
negotiations

* NAS Flow AnalysisMore automated tools to
evaluate NAS status. The key objective of capability improvements

Specifically, these upgrades are based on t il be incremental implementation of the high-

RTCA Free Flight Task Force 3 report (supple-eneﬁt TFM capabilities as soon as possible.
mented by Working Group 5 of RTCA Subcom.J FM software upgrades that are planned for the

mittee 169), the FAAs interagency research ar€riod between 1998 and 2015 are organized into
development plan, and the current CONOPS. THRU' Stéps. Five upgrades to the TFM infrastruc-

structured evolution of these capabilities is deure are also planned for these steps. The follow-
picted in Figure 20-1. The infrastructure to sup"9 sections summarize the current system and the

port these new functions will be upgraded in Ypgrades in each functional area for each step.

parallel effort. ) .
_ 20.1.1 TFM Architecture Evolution—Step 1

The TFM architecture represents a phased '998)

proach to modernization. The approach will re-

place the current infrastructure (to include hardFMUs are located at the ATCSCC, all ARTCCs,

ware, operating systems, program languages, aaad high-activity TRACONs. Some high-activity

communication protocols using commercial offATCTs have a subset of TFM functionality. Lo-

the-shelf (COTS) data base management systeoated near Washington, D.C., in Herndon, Va., the

(DBMS) and a geographic information systenATCSCC is a national facility dedicated to sys-

(GIS)), improve current operating system functemwide domestic and international planning and

tionality, improve the efficiency of existing func-coordination. Once the sole location for traffic

tionality, and provide for the evolutionary imple-management activity in the NAS, the ATCSCC

Step 1 Step 2 Step 3 Step 4
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Figure 20-1. TFM Evolution
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has evolved into a network of facilities with these assigned by a computer program at the ATC-
key responsibilities: SCC, sent to host computers at the en route
centers, and printed on flight strips. A proto-
type Ground Delay Program Enhancement
system is being evaluated at the ATCSCC and
» Coordinating with TMUs at local facilities to selected AOCs.

plan and implement restrictions as needed

e Monitoring air traffic and the status of air-
ports and airspace across the NAS

Ground Stop Program. This program stops
» Assessing NAS performance and working all departures selected by the ATCSCC to a
toward long-term improvements specific destination airport.

* Providing a central point of contact for NASe National Route Program (NRP). This pro-
users and TMCs. gram allows flight planners to request use of

The TMSs at the ATCSCC monitor traffic, specific routes in the NRP. Because the
weather, resource capacity, and equipment status requested routes span en route center bound-
across the NAS to develop a systemwide perspec- aries, the ATCSCC coordinates this program.
tive of NAS traffic flows and the implications ofe Managed Arrival Reservoir (MAR) Pro-
local situations (i.e., situations that affect the op- gram. For designated airports, this delay pro-
erations of a single en route center or a single ap- gram eliminates the routine use of miles-in-
proach control facility). TMSs are trained to work  trail restrictions on arrivals. The ATCSCC
toward systemwide efficiency without allegiance coordinates with local facilities to designate
to an individual en route center, approach control participating airports, and it monitors the
facility, or tower. actual use of airborne holding.

ARTCC and TRACON faC|I|ty TMCS genera”y 20111 Current |nfrastructure

manage traffic situations affecting their airspacecurren,[Iy the fundamental component of the

They coordinate with neighboring facilities . ; ,
through the ATCSCC as needed and report statEg Mmln:]rta;trutctrtilre;rmg qu?\;lgedrT\;%ﬁ'c M?‘n't_
information to the ATCSCC. However, when traf29eme ystem ( )- provides a ne

fic situations have broad impacts or when the u MSs and TMCs to track and predict traffic

derlying cause is extreme or long-lasting, th
ATCSCC takes the lead in planning and coordin lows, analyze effects of ground _delays or vyeather
tion delays, evaluate alternative routing strategies, and

plan flow patterns.

|_
<
o

vork of processors and workstations used by

The ATCSCC develops flow management strat “TMS data management and processing is cen-

gies that are implemented through the GrourLr_ally performed via the TFM hub. The hub is the

Delay and Ground Stop programs, which are OIgrocessing engine that drives ETMS, and data

signed to respond to current capacity limitation . :
due to adverse weather, runway closings, or oth@'iov'ded by the TMUs are the basis for ETMS

causes. The ATCSCC also oversees the Natiorfﬁipcessmg' The hub establishes and maintains a

Route Program and monitors traffic at airports m—.gh.t data bi?se of active and_proposed fllghts_
cluded in the Managed Arrival Reservoir pro—\;vll')tgc'g tr_}iigggfg bsafgéeiss ig&;ﬁgﬁgiﬂﬁ%ﬂ'g;g
Ig(])r\;a\llm. Brief descriptions of these programs fo'éubmitted by the ARTCCs and some TRACONS
' and flight service stations (FSSs). Weather data,
* Ground Delay Program (GDP). This pro- facility configuration, and facility status are main-
gram delays aircraft for a specific amount ofained in separate hub data bases. ETMS has three
time after their requested departure time imajor components:
order to achieve a desired arrival rate at a des- o
tination airport. Appropriate departure delayé ﬁgtﬁ)gﬁ:]ug::l as';;he ATCSCC that support
are calculated to avoid excessive airborne y
holding. Controlled departure clearance times Functions that centrally manage the ETMS

or estimated departure clearance times are wide area network (WAN) communications
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by processing and distributing messages to &diTMS extracts official scheduled data from the
sites Official Airline Guide (OAG) and combines the
data with data in the TFM hub. Data from these
that support AOCs, TMUs at local facilities>O1 ' C€S are u_sed to produce th_e ASD. The GDP is
(ARTCCs, TRACONS, towers, and regionaf"sed when air traffic d_emand is _expected to ex-
facilities), and other users ceed the arrival capacity at an airport for an ex-
' ' tended time period. This situation is prevented by
The current ETMS uses Apollo/Hewlett Packardielaying takeoffs of some of the aircraft destined
processors for TMU display functions, hub routfor that airport. GDPs use predictions of demand
ing and message processing, and ATCSCC funaad capacity to produce a schedule of departure
tions. ETMS uses a point-to-point, proprietargdelays.
communications system that features centralized ) ) ] ]
processing with a star topology to connect th'é version of_ ASD is aval_lable to_lndu_stry and pro-
various TFM sites. ETMS applications were de\_/ld_es a natlonal-levgl aircraft situation _data feed
veloped using Apollo processors and operatifl§g industry, enhancing the FAA's and industry's
systems that are obsolete and no longer sugRllaborative decisionmaking.

ported. The ETMS hardware and operating sy§\1ss implement cross-NAS traffic restrictions,
tems currently are being upgraded, and an effortdsgjitate coordination among domestic and inter-
underway to translate the applications software {4ional service providers, and interact with AOC
C language. This effort includes defining an apgijities and other NAS users. The ATCSCC mis-
plication interface to use the transmission contrly, is to balance air traffic demand with system
protocol/Internet protocol (TCP/IP) socket-basefynacity. It also uses the central altitude reserva-
interface and acquisition routers supporting thgs, function (CARF), the special use airspace
transition of communications to TCP/IP, which(SUA) management system (SAMS), the
will be accomplished in Step 2. dynamic ocean tracking system plus (DOTS
20.1.1.2 Current Functionality Plus), and the high-altitude route system (HARS).

ETMS supports TMSs in assessing traffic demanfdARF manages military flight plans. SAMS pro-
by displaying, on a national scale, traffic locatioivides historical data of SUA usage by both mili-
and volume and predicting air traffic flow hourdary and civilian air traffic. DOTS Plus calculates
in advance. ETMS is a tool for dynamically anapreferred oceanic tracks based on current wind
lyzing projected flow into sectors and airportsgonditions and records the assignment of flights
enabling preventive action to ensure that core tracks. HARS provides routing for military air-
trolled areas are not overloaded. craft over the contiguous United States.

« Aircraft situation display (ASD) functions

ETMS provides these functions: 20.1.2 TFM Architecture Evolution—Step 2
« Traffic Display. By monitoring the ASD, (1999-2001)

TMCs can evaluate traffic flow, demand, anthg part of Free Flight Phase 1 Core Capabilities
available capacity at the national, regional, jmited Deployment (FFP1 CCLD), AOCs and
and local levels. ATM personnel will use collaborative decision-

« Congestion Prediction.TMCs can anticipate making (CDM) capabilities to enhance flight
periods of congestion with the monitor alertplanning. The FAA will provide participating
which compares the expected number of aiROCs with aggregate demand lists, anticipated
craft at specific resources (e.g., airports andirport acceptance rates, arrival rates, and param-

sectors) against established thresholds. ~ eters for anticipated ground delays. In the two-
way exchange of information, AOCs will respond

* Arrival Analysis. When arrival demand at any, the FAA with flight cancellations and revised
airport is predicted to substantially exceed.naqules.

capacity for an extended period of time, the
TMSs at the ATCSCC can invoke a capabilitrhe FFP1 CCLD capabilities to be used for TFM
to develop a GDP. include:
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Enhanced ground delay progrartises two-
way data exchange between the FAA and
AOCs to facilitate better ground delay deci-

to facilitate ground delay decisions by the
FAA and efficient scheduling decisions by the
airlines. NAS users provide actual cancella-

sions

* NAS status informationProvides the NAS
operational status to AOCs to promote a
shared understanding of NAS traffic manage-
ment decisions

tion and delay information to the FAA. The
FAA will provide aggregate demand lists,
anticipated airport acceptance rates, arrival
rates, and parameters for anticipated ground
delays. This updated current-day schedule
information will become the basis for
improved GDPs and more accurate monitor
and alert predictions, which will reduce
adverse schedule impacts on NAS users.

e Collaborative routing: employs electronic
chalkboards to share real-time traffic flow
information with users to discuss potential
routing alternatives around severe weather.

AOCs and the FAA will have the opportunity to®
access system performance, operational benefits,
and acceptability. With positive results, these
CDM capabilities will be fully developed, inte-
grated, and deployed to suitable locations.

Arrival Sequence Display, Increment Will
display arrival traffic schedules in TRACON
TMUSs as soon as a flight is airborne. This ini-
tial increment will be directed at TRACONSs
with a single dominant carrier.

* NAS Status, Increment Will provide air-
port-related NAS status information, which is
readily available from current systems and
sensors, to other FAA facilities and to NAS
users. Data for major airports are expected to
include current and planned airport configura-
tions, equipment status, arrival and departure
rates, and weather data.

20.1.2.1 Infrastructure Enhancements

During this period, infrastructure enhancements
will include TFM sustainment (hardware and op-
erating systems), year-2000 compliance, and hub
hardware replacement. This step replaces unsup-
portable software and hardware components. It is
a stopgap effort to pave the way for future open
system enhancements. Obsolete proprietary com-
munications will be replaced with new softwaré
and hardware supporting TCP/IP. This is an es-
sential step that forms the foundation for the mi-
gration of TFM infrastructure and functionality to
an open systems environment. Installations of
ETMS at new locations (TRACONs and ATCTSs)
will continue (refer to Sections 21, En Route; 224
Oceanic and Offshore; and 23, Terminal). The
weather and radar processor (WARP) will become
the primary source of ARTCC and ATCSCC
weather data and will interface with TFM deci-
sion support systems (DSSs) that require weather
support. ETMS will interface with the Standard
Terminal Automation Replacement Systen¢ollaboration

(STARS) via a one-way interface. Collaboration enhancements planned for this step
include:

|_
<
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AOC Flight Planning, Increment Will pro-
vide the ability to exchange additional flight
planning information with AOCs. This
includes sharing constraint information (e.qg.,
airport capacity), demand projections, and
user schedule updates.

Post-Flight NAS Analysis, Increment Will
provide historical information to service pro-
viders and users for post-operations analysis
and long-range planning. This initial incre-
ment addresses information that is available
in current systems or with minimal data entry.

20.1.2.2 Functional Enhancements

* GDP Enhancements, Increment W/ill pro-
vide flight schedule monitor (FSM) that eval-
uates users' responses to plans for GDPs. The
GDP improvements in Increment 1 to be
incorporated into the FSM include:

Data Exchange

Data exchange enhancements planned for this
step include:

« Enhanced Data Exchange for GDW®!/ill pro-
vide data exchange to support collaborative
decisionmaking between the FAA and AOCs

— Ration by schedulases the OAG schedule
and updates from users as the basis for the
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GDP. It ensures that airlines are not penal- assessment of schedule changes, flight can-
ized for exchanging real-time schedule up- cellations, and other operational modifica-
dates with the FAA. tions made by decisionmakers.

— Schedule compressiamproves the current 20.1.3 TFM Architecture Evolution—Step 3
substitution process to allow more flight§2002-2005)

into slots available due to cancellation,
thereby compressing the overall departurd0.1.3.1 Infrastructure Enhancements

schedule. Throughout the evolution of the TFM infrastruc-
« GDP Enhancements. Increment 2will ture, new installations of ETMS at various TMUs
include: ' and remote facilities will continue. The initial

ATCSCC local information services will be avail-

— Flight substitution simplificatiorllows us- able during this time period. The TFM network

ers to identify which flights are assigned tawill begin to be converted to be compatible with

which arrival slots. local information sharing and the NAS-wide in-

— Control by time of arrivabives users more formation network (see Section 19, NAS Infor-

control over scheduling their own aircraftmation ArchltectL_Jre and _Serwces for Collabora-
and managing delays en route. tion and Information Sharing).

e Collaborative Routing, Increment 1Will The reengineered TFM soﬂware will provi_de a
provide static data for use during periods anodern, open-system qrch!tectgre that will ac-
capacity restrictions typically caused by_:ommodate system mam_talnablllt_y, expandabl!—
adverse weather. Several methods will bdY: and increased processing requirements. It will
explored that allow participants to interac!€Place custom code with a COTS data base man-
tively determine general rerouting of aircraf@gement system and other COTS producits. It will
around areas experiencing unexpected disrufiSC Integrate DOTS Plus, SAMS, CARF, and
tions. ther new TFM capabilities, such as GDP en-

hancements.

By the end of Step 3, the flight data management
NAS analysis and predictions enhancements fgfFDM) prototype will be implemented at the

this period will include: ATCSCC and interfaced to TMU workstations at

selected ARTCCs for evaluation purposes. A
* Performance Assessment, Incremeniii modernized system is essential to the timely and
establish and validate the metrics for measur- y y

ing real-time NAS system performance fro cost-effective implementation of the TFM func-

. : , Mional enhancements listed below.
user and service provider perspectives. The

performance assessment function recordgg.1.3.2 Functional Enhancements
stores, manages, and facilitates access to
NAS performance data. Data Exchange

. Automated Problem Recognition:Will I?ata_ exchange enhancements planned for this pe-
develop an early warning capability to recogfiod include:
nize and measure projected resource demand NAS Status, Increment ®Vill provide static
and inform service providers and users when and some dynamic information on current
capacity is projected to be exceeded. More and predicted restrictions and constraints,
accurate projections of resource bottlenecks including active SUAs, agreements between
can be predicted because the airlines provide facilities about crossing altitudes and speed,
timely information about current flights. miles-in-trail, resource capacities, system out-
. System Impact Assessment, Incremeill: ages, preferred routes, and weather conditions
help increase the understanding of system that could affect aviation.
changes by developing fast-time simulatiom Arrival Sequence Display, Increment \&fll
capability, thereby allowing more timely provide real-time schedule updates of depar-

NAS Analysis and Predictions
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ture from the gate and airborne flight infor- and verify that users act in accordance with
mation, which will improve air carriers' plan- ~ ATM restrictions. Industry participants are
ning. This increment will extend the initial thus assured that they are not receiving any
capability to TRACONs with two dominant unfair operational penalty for participating.

air carners. e System Impact Assessment, IncremehNYiR:

» Post-Flight NAS Analysis Increment @iill develop fast-time simulation capability,
provide historical information to service pro- allowing immediate assessment (within5
viders and users for post-operations analysis minutes) of schedule changes, flight cancella-
and long-range planning. tions, and other operational modifications by

service providers (based on expanded flight

information). This provides decisionmakers
with a better understanding of the impacts of
specific actions.

e AOC Flight Planning Increment 2Nill pro-
vide the ability to use additional flight plan-
ning information within FAA automation sys-
tems.

«  Two-way ETMS-STARS interfat#ill enable 20.1.4 TFM Architecture Evolution—Step 4
the display of ETMS data on terminal and2006-2015)

tower controller workstations. 20.1.4.1 Infrastructure Enhancements

Collaboration Infrastructure enhancements to the hardware and
Collaboration enhancements planned for this pgoftware will provide a COTS geographic infor-
riod include: mation system, which will replace custom soft-

ware. This will enable external queries in support

; ) f flight objects and provide the interface to FDM

Ergé'de dynamic data for use by the FAA an ystems, local TFM functionality, and integrated

USErs. arrival and departure schedules. Additionally,

* Flight Plan Evaluation:Will allow users to new ETMS installations at various TMUs and re-
send a flight plan to the FAA to evaluate thenote facilities will be completed.

route, altitude, and time of flight to determineThe hardware and software will be fully compli-

\ll\lv'utaéthertth?_ planﬁd route W'”. wolfatedglny nt with the expanded information contained in
restricions. The USer receives 1eedbalils flignt object. This will support distributed

and can request the service provider to file the , | . o .
. gement of flight planning information, ac-
flight plan at both the ATCSCC and th_etive flight information, and archived information,

appropriate  ARTCC. This feedback is ] e . ; )
expected to include information about systerLJnCIuollng post-flight analysis. The TFM infra

traint d opti I i 6‘Jructure and applications will be fully integrated
constraints and options as well as operationgy,, \he NAS-wide information network.
rationale governing the acceptance, modifica-

tion, or rejection of a flight plan at the time it20.1.4.2 Functional Enhancements

is filed. The flight-object structure will be in place, and
« Collaborative Routing, Increment 3Will AOCs and other users will begin to use 4-dimen-
address severe weather avoidance areas widilonal (longitudinal, lateral, vertical, and time)
suggested reroutes during periods of capacitsgjectory information. The information captured

* Collaborative Routing, Increment 2wWill

|_
<
o

restrictions. will be closer to real-time than in the past. Tools
_ o will be updated to take advantage of the addi-
NAS Analysis and Predictions tional information in the flight object, such as
NAS analysis and predictions enhancements fgate preferences (see Section 19, NAS Informa-
this period include: tion Architecture and Services for Collaboration

. Compliance Monitor, Increment Will eval- and Information Sharing, for additional informa-

uate and monitor NAS user compliance witﬁ'on about the flight object).
collaboratively determined TFM solutions.Four-dimensional trajectories will be used in
This capability will allow TMSs to monitor planning functions for the first time during this
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period. Negotiation of a proposed flight path willNAS Analysis and Predictions

take into account NAS airspace status, and theA
flight object will be filed and updated as changes
occur during the flight. This two-way data ex-

S Analysis and Predictions enhancements
planned for this period include:

change will enable improvements to both the tae- performance Assessment, Incrementatl

tical and strategic DSSs to sequence aircraft to expand the Increment 1 capability to establish
runways closest to the airline assigned gate and and validate the metrics for measuring real-
allow airlines to more effectively minimize their  time NAS system performance from a user
terminal turnaround time for aircraft. and service provider perspective. The system

Information available to service providers (e.g.,

performance assessment records, stores, man-

TMSs and TMCs) will be greatly enhanced: NAS ages, and facilitates access to NAS perfor-

users and service providers can query the flight

mance data.

object and receive the status of any flight in the  compliance Monitor, Increment 2:will
NAS. Simulation tools will allow NAS TMSs to enhance the previous increment to accommo-

anticipate and react more efficiently to dynamic  gate new ATM collaboration information. It

changes in the NAS. Flight planning activity will || evaluate and monitor service provider
be enhanced with more real-time data about the 309 NAS user compliance with collabora-
NAS and active and planned flights. tively determined TFM solutions. This capa-

Traffic flow managers and controllers will have

access to the same decision tools and flight ob-
jects. These tools, with adjustments to the look-
ahead time, will become density tools for assess-
ing the ripple affect of airspace changes. Modified
trajectories can be developed collaboratively with

bility can be used by TMSs to monitor and

verify that users act in accordance with ATM

restrictions that may be imposed under the
Free Flight concept. Industry participants are
thus assured that they are not suffering any
unfair operational penalty for participating.

AOCs, pilots, and other NAS users. The new trg- Dynamic Density Monitor:Will determine
jectories can then be distributed to flight decks nLow best to measure density, including an
and downstream facilities. Traffic flow managers enhanced monitor alert algorithm to measure
will have access to common ATM workstations as  the current (not predictive) state of traffic
part of the TFM DSS. density.

Data Exchange

The data exchange enhancement for this peri
includes the Arrival Schedule Tool upgrade.

20.2 Summary of Capabilities

%e NAS-wide information network is designed
to facilitate collaboration and information sharing
Arrival Sequence Display, Increment \Bfill between users and service providers. NAS users
provide data/information to the airlines suitWill be involved in collaborative decisionmaking
able for displaying arrival traffic schedulesby actively participating in flow strategy develop-
and real-time updates of flight plans and sulgnent, when appropriate, and by modifying their
sequently to the flight object when imple-operations to meet air traffic flow initiatives. Col-
mented. laboration and information exchange will reduce
operational uncertainty, improve predictability,

Collaboration and enhance the decisionmaking process by al-

The collaboration enhancement planned for th
period is:

|gwing user input into decisions that affect daily
operations. Daily system performance data will
be recorded to enable quantitative measurements
Collaborative Routing, Increment 4Will concerning the effectiveness and efficiency of
take into account other status information oNAS operations from both the FAA and user per-
the NAS, such as equipment availabilityspectives. These capacity-related metrics will in-
SUA avalilability, when suggesting rerouteslude delays, predictability, flexibility, and acces-
due to severe weather avoidance. sibility.
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The collaborative process establishes the data ekanges, the NAS is updated in real time, and
change capability that will be used to implemertommercial flights can be routed through it.
ration-by-schedule procedures. The procedures _ _ i
modify the GDP, using the airline schedule, as d&i9ht plan evaluation provides NAS users with
fined in the OAG as the baseline for allocating adlmediate feedback about system constraints and
tual departures and predicting arrival times, rath@pPtions for_thelr p'anf‘e_d routes. This aIIov_vs_, users
than the individual flight estimate. The ATCSCC© Make timely revisions before submitting a
consolidates the schedule information and trang'-ght plan. When a flight is airborne and opera-

mits it with information on airport arrival capacityt'.onaI factors dictate a rero‘_‘te' the collabo_r ative
constraints. flight planning process will allow real-time

changes, such as reroutes around severe weather

Control by time of arrival (CTA) provides users®" conggst_ed airspac_e. The airport c_onfiguration
with more flexibility in operational planning. Status will include active runway, equipment out-
CTA uses arrival- rather that departure-based d ges, weather, bra_kmg action, a_nd visibility con-
cisionmaking procedures, giving Users more co litions. It will also include operational data, such
trol over scheduling their own flights. Users will?S arrlval_and departure rates and types of ap-
be assigned arrival times at destination airpor&roaches in use. The CDM process will also give

and will be able to determine their departure angC’s the opportunity to take part in deciding

en route schedules to meet their designated arri\\/%rllen equipment can be shut down for routine
times maintenance. See Figure 20-2 for a summary of

the capabilities evolution.

Military scheduling agencies will provide
real-time schedules for using SUA that allow su
ficient time for service providers and users to indsing complex automation systems to support hu-
corporate it into their planning. As a SUA's statusnan activity entails a common understanding of

f20.3 Human Factors

|_
<
o

Arrival sequence display, user-supplied schedule updates and
departure plan, NAS status, constraint information, historical information

Enhanced historical information
Real-time restrictions and constraints, user preferences; expanded flight plan

4-D trajectory planning (ground, runway, and air)

Exch. of
Add'l Data

Initial Exch)
of Readily
Avail. Info

Data Exchange

Collaborative

Decisionmaking Enhance- Collaborative) . (Collaborative
ments Routing Interactive airborne refile, 4-D trajectories
Provide dynamic data Provid d ¢ . - d h id
using SUA etc. data rovide suggested reroutes for capacity restrictions and weather avoidance
FSM, schedule compression, ration-by-schedule; visual collaboration; flight substitution
simplification, control by time of arrival, off-the-gate advisory; flight plan evaluation, initial collaborative rerouting
NAS Flow Initial Enhanced S ‘mulati
\ : ) ystem Simulation
Analysis Analysis Analysis >\ Monitor Tools

Tools Tools

Impacts to anticipate and react more effectively to
dynamic changes; enhanced flight planning activity

Accommodates new ATM collaboration information to evaluate
and monitor compliance with collaboratively determined solutions

Enhanced performance assessment; enhanced system-level impact assessment; compliance monitor

Initial performance assessment; initial system-level impact assessment; improved monitor alert

Figure 20-2. TFM Capabilities Summary

1. Generally, the SUA must be clear of commercial flights 30 minutes prior to being restricted to military operations.
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intent of all the parties in the process. The collalties will enhance the process of predicting the
orative decisionmaking process (already starterhffic flow constraints, evaluating candidate solu-
with establishment of the airline operations centefons, and executing the plans. The tools in place
network (AOCNet) that provides informationwill be used by all the parties in the process and
from the ASD to industry) will enable a closerwill provide for rapid and purposeful information
coupling between AOCs and the FAA-projecte@xchange.

traffic forecasts. This collaborative development

approach ensures that both NAS users and servigg4 Transition

providers are an integral part of the design, devel-

opment, and implementation of TFM capabilitiesThe transition for implementing the enhance-
Improvements in throughput, workload, systenments to the TFM Infrastructure in the three TFM
confidence, and situational awareness will ensufenctional areas is presented in Figure 20-3. The
that the capability will meet or exceed perforiransition and the associated costs will be driven
mance expectations. by increasing demand for the information and an-

. . alytical tools necessary to implement TFM.
The NAS architecture’s increased level of effec-

tiveness and efficiency of communications beyqg 5 costs

tween service providers, facilities, and multiple

users (including pilots and ground-based eléhe FAA estimates for research, engineering, and
ments, such as AOCs) will improve the level oflevelopment (R,E&D); facilities and equipment

collaboration between parties in the system. Th{§&E); and operations (OPS) life-cycle costs for

collaborative process involves more than just theFM from 1998 through 2015 are shown in con-

transmittal of data across networks; it includes &ant FY98 dollars in Figure 20-4.

coordinated understanding of the intents and mo-

tivations of the other parties. This communicasg g \Watch Items

tion, collaboration, and negotiation will be sup-

ported by various DSS tools to facilitate a rapid\ppropriate information standards and informa-

resolution to TFM situations. Communicatiortion security must be implemented to protect sen-
methods and the information shared between paitive and company proprietary data.

CY EEIREINeINe 020 04105|]06|07|08 09 0 4
Modernization Phases Phase 1 Phase 2 Phase 3
Architecture Steps [Step ] Step 2 | Step 3 | Step 4
__vearz]
TFM HW Sustain New ETMS COTS DBMS/Local Information Services
Inf t t Hub H/W R
ntrastructure SN )
CARE Re»IEl:gmefred Sw
S ntegration
FDM Prototype FDM w/ Flight Object
GDP Proto—Enhance GDP FFP1
|_—TAirival Seq Display (1— Arrival Seq Display (2) Arrival Seq. Display (3)
Information AOC Flight Planning (1) AOC Flight Planning (2)
NAS Status FFRP1 NAS Status (SUAs) Additional Data Items Added Each Year
EXChange Post Flight Post Flight (2)
Collaborative Maintenance Plannin
Z Fliéht Ob'ectPIanniné 4-D
GDP Enhan(l)—"_ GDP _Enhancements (2)
CDM __“Collab. Routing (1) FFPL— Wx (2 CollRouting (8~ Collaborative Routing, (4) Dynamic Data
FP Evaluation FP Negotiation __FP Negotiatn w/FO|
Performance Assessment (1)— Performance A 1t (2)
Automated Problem Recognition
NAS Analysis System Impact A 1) System Impact Assessment (2)
and Predictions Compliance Monitor (D—_ Compliance Monitor (2)
Dynamic Density Monitor

Figure 20-3. TFM Transition
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1998 Constant Dollars

OR,E&D
OF&E
BoPS

| \X/\
1998 1999 2000 2001 2002 2003

Figure 20-4. Estimated TFM Costs

2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015
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